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SECTION 1. INTRODUCTION

Doppler wea her radars are c. pable of sampling vast quantities of datx
such as reflectivits or doppler velocity spectra which are relatec to variables of
interest to the meteorologist. The Pulse Pair Processor (PPP), developed by
Raytheon for AFGL under contract F19628-72-C-0293, together with the recorder
system added later under contract F19628-74-C-0079, have made progress toward
reducing these data to a form suitable for radar meteorological research and
archiving them for fuivre study. In particular, the PPP develops logarithmic
reflectivity, mean doppler velocity, and doppler spectrum variance for 256, 512,
768, or 1024 range cells of 0.5, 1, or 2 microseconds (75, 150 or 300 m«:ters)
with batch-type integration of between one and 1024 radar pulce periods. The
amount of information generated in a single 360 degree azimu:.h scan, typically
less than a minute in duration, approaches 10 million bits with a one-degree-

beamwidth antenna.

While the fine detail available in the PPP cr recorder outputs s we..
matched to the requirements of the research radar meteorologist incerested in
analyzing the small-scale structure of weather returns, the more operat.onally-
oriented meteorologist might well despitir at being presented with 10 mi .ion bits
of information per minute. What is needed is further real-time process.ng which
automatically makes sense out of the vast quantity of information avaiiable at the
PPP outputs, especially during critical severe storm conditions. The Echo
Tracking and Significance Estim.tor (TSE) will perform such real!-time processing
with the objective of providing a simplified estimate of the .mpor:ant features of

each storm cell, as well as its time-history.
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SECTION 2. GENERAL DESCRIPTION

In this section, the TSE is described in general terms: first, as a
collection of hardware; then functionally in terms of operational capabilitics

of the system.

2.1 System Configuration

The TSE is illustrated in block diagram form in Figure 2-1, where it
can be seen that the heart of the system is an Interdata 7/32 Processor with
192K Bytes of core memory. The 0S/32 disc-based multi-tasking operating
system occupies about 70K Bytes of this store; thus leaving ample capacity
for processing programs and data buffers as well as for development programs
such as editors, assemblers and compilers. Low and medium speed peri-
pherals communicate with the CPU through the 1/O MULTIPLEXER BUS.
Either the CRT terminal or the Carousel can be configured as the command
console for the system. The Card Reader and Line Printer are normally
used as the principal program input and output-listing devices. The Loader
Storage Unit (LSU) simplifies initial loading of the operating system from
disc while the Universal Clock Module provides interrupts at programmable

time intervals.

A Scan Converter Refresh Memory Interface (SCRMI), constructed on a
Universal Logic Interface Module (ULIM), permits use of one or more of the
SCRM's bit-image memory/color display channels for plotting outputs in
color-graphic form. This ULIM has a second channel which could someday

accommodate an antenna scan controller.

The Magnetic Disc bulk storage unit has a 5 Megabyte two-suriace
fixed platter and a 5 Megabyte removable cartridge, also with two recording
surfaces. The four heads are activated by a common servo system which
can reach any of the 408 4-track cylinders in 60 milliseconds or less. The
2400 RPM rotational rate, with 6144 bytes/track (formatted), results in a
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312,500 byte/second transfer rate which necessitates that the disc controller
communicate with the processor via an Extended SELector CHanncl. This
ESE LCH provides direct memory access by stealing one-microsecond memory

cycles from the 7/32 while that processor executes other instructions.

Another ESELCH supports the major radar data input port of the TSE:
the Pulse Pair Recorder Interface (PPRI), built on a ULIM as is the SCRMI.
The PPRI hes only two input lines: a 525K bit/sec serial data line and its
corresponding bit clock. The serial data, originating either in real time at the
PPP Encoder output or played-back from tape in the FR 2000A wideband instru-
mentation recorder, contains all radar information needed by the TSE. In-
cluded are both radar video data--mean and variance of the doppler velocity
spectrum and power in each range cell, and ancillary data--antenna angles,
time code, pulse pair processor status, PRF, etc. The PPRI performs the
functions of serial-to-parallel conversion, sync code recognition, comple-~
menting of certain bits, conversion of some video data from sign-magnitude
to two's complement, re-ordering of data bits into an Interdata-compatible
32+-bit word, data buffering, and synchronization to accomplish transfer of
these words into the processor by means of a DMA transfer through the 16-bit
wide ESELCH.

The transfer of information takes place in blocks of 16 bytes of
ancillary data followed by 1024, 2048, 3072, or 4096 bytes of radar data,
depending on the number of range cells NRC selected on the PPP. Each such
block begins with an interrupt to the 7/32 and involves a transfer rate of
70K bytes per second, much lower than the disc rate but still high enough to
justify the PPRI having its own ESELCH to eliminate the need for processor

intervention during each block transfer.

Like the SCRMI, the PPRI only uses one of the two controllers available
on the ULIM so that there is provision for future expansion--for example, the

addition of a DMA channel for interprocessor communication.




A good cverall picture of TSE operation is most easily achieved by
reference to the simplified timing diagram in Figure 2-2. The Radar antenna
scans 1n azimuth with a period of 50 seconds in this example. The Data Collec-
tion process begins with the transfer of PPP/Radar data to the disc; this process
continues until an entire scan has been collected.

After the Data Collection task, the Range-Processing phase of Storm-Cell
Processing begins. Here, lecisions are made within each radial as to which
groups of range cells are potential candidates as parts of storm cells, without
regard to the contents of radials at other azimuths. In the Azimuthal Process-
ing phase, results of the first phase are associated on an inter-radia’ basis and
the storm cells are now defined. In the next phase, the area o! each cell is com-
puted, meteorclogically insignificant cells are eliminated, and the w :ighted
center of each remaining cell is calculated. The plot phase consists of present-
ing the centers of the twelve n ost significant cells together with an wutline of
the cell itself, along with the centers of all previous cells from as distant as
two hours earlier.

Throughout all of these processing phases, the data base remains
available on the disc until written over by newly collected data so that further
processing, for example, tornado signature detection, can be carried out. The
following subsections cover the various processing phases in greater detail

than has thus far beei: nresented.

~ 3 Minutes -

determined by complexity of data

Transfer : Transfer
Range Azimuthal Area and Weighted

PPP : : ; P PPP data

o Disdcatd Processing | Processing Center Processing|Plot | [dle £ Tge

FIGURE 2-2 TSE SYSTEM TIMING

Times of storm cell processing are not
necessarily to scale. Idle time is determined
by the user.
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2.2.1 Data Collection

Radar video signals processed in the PPP enter the PPP encoder, are
combined with ancillary data, then enter the PPRI either in real time or after
having been recorded and played back from magnetic tape. The PPP itself
imposes limitations on the maximum allowable radar Pulse Repetition Frequency
according to the manually-selected NRC (number of range cells) and Tp (range
cell width) as listed in Table 2-1. The PPP Encoder requires that the PPP
spectral-sweeps-processed control* be set such that NSI - T_ 264
Useconds so that adequate time Td is available to output the serial data. Td’
of course, varies with NRC as shown in Table 2-1. These two limitations
have been combined into Tr which represents the minimum time between blocks
containing data corresponding to one radial {called frames in the PPP Recorder
Manual). In the data collection phase, the PPRI detects a first frame sync,
hence generates an interrupt to begin the data transfer for each radial no more

frequently than every Tr milliseconds.

An antenna scanning at a uniform angular rate in azimuth should rotate
one beamwidth every Tr milliseconds. The optimum scan period for a one-
degree-beamwidth antenna is listed in Table 2-1, for the case of minimum Tr
(minimum NSI/maximum PRF). This scan period defines the duration of the

data collection phase.

*N

Sp = 1:2:5.8,...512, or 1024,

11




Table 2-1.

PPP/TSE Limitations

No. Range Cells Limited
(N ) o 256 512 768 1024 by
Max. PREF: ) 7518 3831 2570 1934 Hz
1/T_(Npc + 10) ®) 3759 1915 1285 967 PPP
P ' ©) 1879 958 643 484
Td 35 30 45 60 msec PPP Encoder
Min, T 2 17 33.4 49,8 66.2 msec PP anc
r PPP Encoder
Min. N.,/Max. PRF
ST
Ant. Scan Period 6.1 12 17.9 23. 0 sec
@ Max. PRF:
360*Min. Ng/Max. PRF
8 1° Beamwidth
Bytes/Radial 1040 2064 3088 4112
Disc Tracks/448 Radials 5 150 224 299
M Bytes/448 Radials .466  .925 1.383 1. 842
PPI's/5M Byte Disc 10 5 3 2
TP Min. NSI
) .58 128
®@ 1us 64
@ 2us 32
12




The PPP data in each radial are preceded by 16 bytes of ancillary data,
most of which are of interest only at the beginning of each data collection phase.
At this time, the time code, NRC’ Tp' PRF, and antenna elevation angles are
stored in core. The antenna azimuth angle, however, needs to be sampled and
stored for every radial. Although 360 azimuth angles should be sufficient for a 1°
beamwidth antenna, a table of 448 halfwords is set up to allow for slight mis-
matches between PRE, NSI and the antenna scan period. As the antenna scans
faster with other parameters held constant, less of the table is used. Each
entry in this azimuth table corresponds to one of up to 448 radials of PPP data
stored on the disc.

The number of bytes of PPP data per radial varies directly with NRC
as shown in Table 2-1. The disc is formatted with 24 256-byte sectors per
track, thus between 6 and 1.5 radials fit on each track. A full PPI data set can
contain up to 448 radials so that between 2 and 10 sets could fit on the 5M byte
removable disc pack, depending on the choice of NRC' More data sets could
be accommodated by employing range integration either in software or in

hardware.

Data collection may be done in either of two modes: sector scan orPPL
In both cases, no collection takes place until the elevation angle of the radar is
within acceptable limits. In the PPI mode, the TSE will begin collecting at
the first azimuth at which the elevation angle is acceptable, and terminates when
that azimuth is passed again. In the sector scan mode, the TSE will begin
collecting data when the azimuth falls between begin and end azimuth limits

and the elevation criterion is met.

13
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2.2.2 Storm Cell Processing

Processing of s'orm data is done in stages: 1) Range processing, 2)
Azimuthal processing 3) Area and Center processing, and 4) plot ing of

results.
2.2.2.1 Range Processing

During the radar data collection scan, the beginning and end points of
meaningiul data scgments are stored. A segment is considered meaningful
if its power z is above the selectable threshold Z for more than P range
cells in radial extent. These beginning and end points are determined and

are stored away for future azimuthal processing. The inner summaticns:

2 rlr (2~1)
z >Lth
X z(r,8) rir (2-2)
2>y
- 2
and Z z(r,6) r Or (Z2-3)
% Fh

are performed at this time also and stored either in the memory or on the
disc along with the corresponding beginning and end points. The range element
Ar - T, cos ¢ + 150 m/usec represents the flat-Earth ground range of < ne

d
radar range cell where ¢ is the antenna elevation angle.

2.2.2.2 Azimuthal Processing

When the data collection scan and range processing are complete |, the
beginning and end information is processed to check the azimuthal extent of
the area elements. A criterion, @&, is established for the mir . mum number of
azinuthally adjacent segments to be considered an acceptable area element.
This value, @, is a function of radius (& = %) to keep the azimuthal and range
criteria approximately equal. As the program steps in azimuth, the extent ol
segment: is cumulated. Once the value @ is attained, the set of segments is
considercd accepted and is assigned a storm cell number. If a given area

element fails to reach @, it is unacceptable and is eliminated.

14
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2.2.2.3 Area and Center Processing

When the azimuthal loop is complete, the z-weighted area (analogous to
mass if z were mass/unit area)

M = ZAZZ (r,6) rArdo (2-4)
is calculated for each storm cell and only the twelve cells with the greatest

weighted areas are saved for further processing. The center (X, V)

X = I\iri ZAZrZ sin 6 z (r,0) ArA®6 (2-5)
§ = g ZpTricos8az(r,0) Arde (2-6)

for each remaining cell is then calculated.
2.2.2.4 Plotting of results and Track History Storage

If any of the four SCRM display channels are in use for direct display of
PPP data, the scaling and origin location are available to the TSE through
the SCRMI. The TSE can thus present its output in another channel with the
same scaling and origin location as the real time data. Range markers appear

as red concentric circles centered about the radar origin location.

At the conclusion of each storm cell processing phase, a unique symbol
indicating the coordinates (X, y) of each of the up~to-twelve storm cells is
plotted. The actual outline of each storm cell, obtained by converting the
beginning and ending points of each segment into the cartesian coordinate
system of the display, is also traced-out on the display. The centers obtained
in previous processing phases, for up to the past two hours, are also plotted
on the display but are color-coded according to time; outlines of past cells are

not plotted since they would excessively clutter the display.

More detailed information about past cells is contained in the track
history storage area of memory and can be accessed for output on the line

printer.

15
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SECTION 3. OPERATION OF TSE

Operation of the Tracking and Significance Estimator may be broken

down 1into three categories. Startup, Execution, and Termination.
£ 7 Startup

A complete discussion of the startup procedure for the 7/32 operating

system may be found in Reference 1. However, a short sumwmary is ircluded here.
3.1.1 Power Up

To power up the Interdata 7/32 system:

1. Turn on the main circuit breaker in the back of the 7/32 rack.

2. Turn on the Carousel.

3. Turn the power key on the 7/32 processor display panel. If the operat-
ine syetem it still resident in memory, the following message will be
printed on the console:

POVER RESTORE RESET PERIPHERALS AND ENTER GO
If this mestage is not printed, refer to Section 3.1.2 to reload the
system.

4. Next, turn on the power to the disc drive on the 7/32 rack.

When the "LOAD'" indicator on the disc drive comes on, mount the
"DAVE'" volume on the drive.

6. Set th: RUN/LOAD switch to RUN and wait for the "READY" light to
come on.

7. Enter GO.

8. Turn on Printer

9, Turn on Card Reader (if required)

The system is now ready to run.

Reference 1. Pack/32 Packaging Information Document, Interdata Publicatio1
Number 04-072M95R05.

16
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3.1.2 Re-Loading the OS/32-MT Sy stem

By following these basic steps, the operating system can be loaded into

core from the disc.
1. Load the disc as discussed in steps 4 through 6 in Section 3.1.1.
2. When the "READY" light comes on, enter the following commands,
using the hexadecimal display on the 7/32 processor:
DTA 7A ADR
DTA C732 WRT
DTA B6F0 WRT
DTA 930 WRT
3. Next, set the "LOAD" switch above the hexadecimal display on.
4, Press INIT.
5. The console should print OS 32MTO02-03.
6. fter the console has printed, turn the LOAD switch off.

The system is now loaded into core and is ready to run.

3.1. 3 Initialization To Run TSE

Before running TSE, the system must be initialized. A complete discussion
of the commands used in this section may be found in Chapter 5 of reference 2.
To start the system clock, type '
SET TIME MM/DD/YY,HH:MM:SS
where MM/DD/YY is the current date, and HH:MM:SS is the time.
This command will ensure that TOCHON and TOCHOFF routines in the I/O drivers
work properly.
To mark the discs on, type:
MARK DSC#:, ON
Where DSC#: is either DSCIl: or DSC2:. (DSC2: is the fixed while DSCI1: is the
removeable pack.)
The system should respond with
DSC# VOLN
where DSC# is the disc number specified in the MARK command, and VOLN is

the four character volume name of the disc, both discs must be marked on to run
TSE.

Reference 2. 0S/32-MT Program Reference Manual, Interdata Publication
Number 29-390R05.

17
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If the system gives an error when marking a disc on,
NOFF-ERR POS = (DSC#)
then the di- ¢ must be checked out by the disc integrity check utility (DISCHECK),

3.1.4 Running DISCHECK

A complete discussion of the operation of DISCHECK may be found in
Reference 3. A short summary of the command sequence is given here.
To run DISCHECK, enter the following commands:
MARK DSC2:, ON, P
L.OAD . BG, DISCHECK
MARK DSC2:, OFF
TASK .BG
START , DSC#:, CON:
Where DSC#: 1s the disc on which the program is to be run.
The console will respond with
.BG: DISCCHECK :05-00
and will run for approximately three minutes.
If there are no errors, the message
.BG: END OF TASK 0
will t}on be printed, and the disc may then be marked on as explained in
Section 3.1. 3.

3.2 Execution of Tracking and Significance Estimator

In order to run TSE, there must be a source of input, either from the Pulse
Pair Processor, or the PPP recorder. To run TSE from the Recorder, the
Pulse Pair Processor Interface should be set to the Decoder position, and the
Encoder/Decoder Input switch should be set to TAPE., If real-time data from the
Pulse Pair Processor is to be used for TSE, the PPP Interfac: should be set to
'"PPP', and the Encoder/Decoder Input switch to REALTIME. For further operat-
ing instructions for the Pulse Pair Processor or the PPP recorder, refer to
References 4 and 5.

Once an input source has been selected, TSE may be initiated by using the

commands discussed in the following sections.

Reference 3. Disc Integrity Check Utility Manual, Interdata Publication Number

B29-507RO01.
Reference 4, Pulse Pair Processor, Equipment Information Report,
Contract F19628-72-C-0293, May 1974,
Reference 5. Pulse Pair Processor Recorder Equipment Information Report,
Contract F19628-74-C-0079, August 1974.

18
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3.2.1 TSE Command
To run TSE, enter the TSE command:

TSE [DISP][, BGNA][, ENDA][,ELEVL][, ELEV2][, MODE]
[, PARFILE](,HIST][, OLDATA]

None of the parameters in the TSE command are required. The possible values

as well as the default for each operand are discussed below:

DISP = The display to which the output is to be sent. Possible
values are 1, 2, 3, or 4. The default is 4.
BGNA

The beginning angle (in degrees) for a sector scan. If a
full scan is to be used, this parameter should be null or
greater than 360. Possible values are integers from 0 to
360. The default is 400 (full scan).

ENDA The end angle (in degrees) for a sector scan. Possible

values are integers from 0 to 360. Default is 400 (full scan).
A more wmplete discussion of BGNA and ENDA is given is
Section 3.2.1.1.

ELEV] = The lowest acceptable elevation angle (in degrees). TSE
will not begin inputting data until the elevation angle is
greater than ELEVI and less than ELEV2., The possible

values are integers from 0 to 60. The default is 0.
ELEV2

The highest acceptable elevation angle (in degrees). Possible
values are integers from 0 to 60. However, ELEV2 must
be greater than ELEV1, The default is 1 degree.

MODE The mode in which TSE is to operate. The possible values are:

1

T = Time option. TSE will input every n minutes, as

determined by the parameter file in .compliance with
BGNA, ENDA, ELEV], and ELEV2,

D = Demand option - after each run of TSE, the system
will pause and wait for a command., When the TCO
command is entered, TSE will begin to input data in
compliance with BGNA, ENDA, ELEV], and ELEV2.

C = Continuous operation - Immediately after completing
the plot to the scan converter, TSE attempts to input

new data in compliance with BGNA, ENDA, ELEV1
and ELEV2. The default is C (continuous operation).
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PARFILE = The name of the parameter file. The default is DAVE:
TSEDEF, PAR. The format of the parameter file is
discussed in Section 3.2.1.2.

HIST = If this parameter is present, the previous track history file
{(DAVE:TSEHIST. DAT) is used. If this parameter is not
present, the file is deleted and a new track history is
crcated. This allows the user to continuc track histories

builween runs.

OLDATA - If the input data was recorded before September 1977, this
parameter should be present. If it is present, it tells TSE
to ignore the ninth bit of the power data, which was previously
uwsed for parity. This allows TSE to be run on both old and
new data.
For example, the command
TSE 1,,,0,2, ,CON:, . OLD
will invoke TSE in the following way: the output will go to display 1, a full PPI
will be analyzed (default angles are 400, which is greater than 360), at elevations
ranging from 0 to 2 degrees. When each run is complete, TSE will immediately
begin to input new data (MODE is defaulted to C). The threshold paramet:rs will
be input from the console, and the system will prompt the user for each cne.
The old track history will be deleted and a new one generated, and the analysis
will be performed on old data (ninth bit of power is parity).

In another example,

ESE V75,2710 D

will send the output to display 4 (default), for a sector scan fron: 175 to 270
degrees at elevations between 0 and 1 degree (default). After each run, TSE
will pause and wait for the user to restart (DEMAND option). The threshold
parameters will be input from the default parameter file, DAVE:TSEDEF, PAR,
The old track history will be deleted, and the ninth power bit will be included

in the analysis,

20

g —— e —_— - — T RN ¥ = Sy . v = - "




3.2.1.1 Sector Scans

TSE automatically determines whether to accept scans in the clockwise or
counter -clockwise direction by the sector scan parameters, BGNA and ENDA,
of the TSE command. It is assumed that a sector scan is less than 180 degrees.

TSE determines direction by first subtracting BGNA from ENDA. If the
result of this subtraction is greater than 1800, it subtracts 360. If the result of
ENDA-BGNA is less than —1800, it adds 360. The sign of this result now deter-
mines direction, where positive numbers denote clockwise direction, and
negative numbers denote counter-clockwise scans.

Thus to scan clockwise from 350° to 500, BGNA=350 and ENDA=50. To
accept data in the reverse direction, BGNA=50, and ENDA=350. To ensure
proper operation, the sector scan inputs should be at least 3 degrees inside of

the radar's actual sector scan limit.

3.2.1.2 Format of the Parameter File (DAVE:TSEDEF. PAR)

The parameter file may be generated using the system text editor
OSEDIT, which is discussed in Reference 6, Each value is a three digit
integer, with one value per line., Since this file will be used with a formatted
FORTRAN READ statement (I3), all numbers should be right justified.

The default parameter file is as follows:

005 Range Threshold in number of range cells (0Sx <NRC)

005 Power Threshold (0Sx < 512)

005 Range overlap between azimuths = (0 <x < NRC)

010 Percentage of Range to be Ignored (To get rid of ground clutter)
(0 £x<100)

000 Velocity Threshold (05 x<256)

000 Variance Threshold (0 Sx <256)

005 Time Between Scans (in minutes (0< x £999)(for time option)

If CON: is used as PARFILE, the system will prompt theuser for each
input individually with a TSE >,
Each value should be entered as a 3 digit integer followed by a carriage

return.

Reference 6, OS EDIT User's Manual, Interdata Publication Number 29-373R03
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3.2.1,.3 Operating the SCRM

In order to output the results of TSE to the Scan Converter/Refresh
Memory, 1t must be set up properly. Since TSE must read the scaling and
origin locations from the SCRM as well as write the plot, both the RIFAD and
WRITE Display Memory Access switches on the Display Interface Control panel
must be ON. In addition, the MODE switch on the Data Transmission Control
panel should be OFF, The STORE VIDEO switch for the display to which the
output is to be sent must also be OFF,

A compiete discussion of operating procedures for the SCRN may be found
in Reference

¢

e Ls CO Command

jo-—';

If the demand option 1s implemented, TSE will pause after each execution.
The console will print:
TSE: PAUSE 0
TSE: TASK PAUSED.
When the user wishes to continue the task, type
TCO
followed by a carriage return. TSE will transfer control to PPRDSC subroutine
and begin to input data according to BGNA, ENDA, ELEV], and ELEV2,

S A TPA Command

If for any reason the user wishes to pause TSE while it is running, type
RN
followed by a carriage return. The system will respond with
TSE: TASK PAUSED.
To continue execution, use the TCO command. The task miy also be
cancelled by using the TSECAN command, to be discussed later.

3.2.4 DUMP Command

At any time while TSE is running or paused, a track history may be output
using the DUMP command. Type
DUME

followed by a carriage return TSE need not be paused to run this program.

Reference 7. Scan Converter and Refresh Memory with Remote Terminal and
Display Data Interface, Equipment Information Report,
Contract F19628-76-C-0101, August 1976
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3.3 Terminating TSE

To terminate TSE after it is paused, type
TSECAN
followed by a carriage return. TSE must be in the paused state before TSECAN
may be used. This can be accomplished by the TPA command. The system
will respond with

TSE: END OF TASK 255
****TSE COMPLETE

TSECAN will cancel both the TSE and DUMP tasks and re-partition the
system to allow other tasks to run., The TCO and DUMP commands are no

longer valid once TSECAN is entered.

3.4 Powering Down the 7/32

When the 7/32 computer must be powered down, reverse the order for
power up:
1. Mark the discs off:

MARK DSCl:, OFF
MARK DSC2:, OFF

2 Display Devices to be sure the discs have been marked off:
DD
The system should respond with:

DSCi Cé6 OFF
DsCz C7 OFF

3. Set the RUN/LOAD switch to LOAD on the disc drive.

4, Wait about 30 seconds until the LOAD indicator comes on, then
turn off the power to the drive. CAUTION: DO NOT TURN OFF
POWER UNTIL THE LOAD INDICATOR COMES ON.

Turn the power key on the processor to OFF,
Turn off the printer and carousel.

2, Turn off the main circuit breaker in back of the 7/32 rack.
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SECTION 4. DETAILED HARDWARE DESCRIPTION

This section describes the hardware used by TSE. The new equipment,
discussed in Section 4.1, consists of special interface hardware whi :h allows
the 7/32 processor to communicate with the PPP enccder/decoder, and the
scan converter refresh memory (SCRM). There were also minor changes made

to the PPP decoder and the SCRM, which are discussed in Section 4. 2.

4.1 New Equipment

Development of the TSE required the design of two special intcrface
devices. The Pulse Pair Recorder Interface accepts radar and Pulse Pair
Processor data for further processing in the TSE, while the Scan Converter/
Refresh Memory Interface allows TSE results to be plotted in color on one of

the four display channels of the Scan Converter/Refresh Memory.
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4.

4.

e Pulse Pair Recorder Interface

The Pulse Pair Processor Recorder Interface (PPRI) consists of
circuitry added to a Universal Logic Interface Module (ULIM) which plugs
into the private bus of an Extended Selector Channel (ESE LCH) with device
code X'F1' in the Interdata 7/32 processor chassis. The PPRI has only two
inputs: a 525K bit/sec serial data line and its corresponding bit clock. The
serial data, originating either at the PPP Encoder output or played-back at
30 ips from one track of the FR 2000A wideband instrumentation recorder,
includes all radar information needec by the TSE. The data format is
described in Figure 2-2 of Reference 5 and consists of from one to four
subirames, each consisting of a unique 30-bit synchronization code followed
by four 30-bit ancillary data words, follow\ed in turn by 256 30-bit Radar
Video data words in a range-cell ordered sequence. The PPRI performs the
functions of serial-to-parallel conversion (30 bits at a time), sync code
recognition, complementing of certaiu bits, code conversion, re-ordering

of data bits into an Interdata-compatible 32-bit word, and synchronization to
accomplish transfer of these words into the processor by means of a DMA
transfer through the 16-bit wide ESELCH. The PPRI includes counters to
keep track of bits, words, and subframes and also has a detector to permit
verification of the presence of the 525 kHz input élock through examination of
status bits. A multiplexer on both clock and serial data at the input permits

software-controlled testing of this otherwise unidirectional interface.

dekal PPRI Data Formats

In transferring 30-bit uniquely-formatted words from the PPP into
the TSE which requires 32-bit words or 16-bit half-words, we have decided
to perform data conversion and bit re-ordering in the PPRI hardware in
order to minimize software bit-manipulation requirements. In this process,

video and ancillary data must be handled differently because of their different
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codes and [ormats. Figure 4-1 illustrates the format for video data in which
the first ten Encoder output bits B0:9 (iillso M0:9 in Reference %) represents
Mean Doppler Velocity, B10 (M10) is the sign bit, and Bll (M11) is a parity
bit over all Mean bits except Bl (M1). The next eight bits B12:10 (V0:7)
represent spectral Variance, an unsigned quantity, while B20 (V8) is the
parity bit for B12:19. Bits B21:28 (P0:7) convey logarithmic r. dar retura
power, also w signed, with the last bit B29 (P8) as parity. However, AIFGL
sometimes uses this ninth power-bit as an additional aata bit to extend

dynamic range.

Figure 4-1 indicates a mapping of Encoder Video Data output bits into
Interdata fullword bits which results in the format shown ir. Figure 4 -2 for
the data in 7/32 core, and if fullword boundaries are observed, in processor
registers loaded from core. There may be confusion because Interdata bit
numbering is the reverse (the LSB is the highest-numbered bit) of that used
in the PPP and Encoder. The notation D0:10 represents Mean Doppler
velocity M0:10 converted (in PPRI hardware) to two's complement with the
sign bit D10 positioned as required for halfword arithmetic instructions. If
the eight most-significant Doppler-velocity bits are adequate, only a Load
Halfword instruction followed by masking of bits 24:31 (containing Varian:e-
unwanted in this case) is required. Obviously, if Variance data were wa' ted,
Bits 16:23 could be masked instead. All Doppler velocity bits can be got.en
together by execution of these instructions, for example: Load (fullword),
Exchange Byte Register, Rotate Logical Left (8 bits), And Immediate (to
mask unwanted bits) and Convert to Halfword Value Register. Eight bits of
Power or Variance can be obtained simply through use of Load Byte instruc ions,
while nine bits of power can be loaded by executing a Load Halfword then by

masking of bits 0:6.

While this scheme seems to provide a format reasonably compatibie
with subsequent software manipulation of video data, it would hopelessly
scramble Ancillary data which contain a mixture of BCD, binary and spc ‘ial
coding. For this reason, Ancillary data need a different bit rc-ordering as
indicated at the bottom of Figures 4-1 and 4-2. It might be nice to reverse

Hours and Minutes, but this would add hardware complexity since bits
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24:31 could not be handled identically between Video and Ancillary formats.
This reversal can be done very simply in software by execution of the
Exchange Byte Register instruction. The azimuth and elevation angle words,
coded in binary with a MSB weight of 180 degrees, appear as the twelve

least-significant bits of a halfword.

4.1.1.2 PPRI Hardware Description
The Serial Data and 525 kHz Clock inputs of the PPRI are TTL-level

compatible with increased noise immunity achieved through use of Schmitt-
trigger (hysteresis) inputs. They are resistively terminated with 100-ohms
to approximately match coaxial lines from the
PPP Recorder Encoder/Decoder. The Encoder Data state changes after the
high-to-low transition while the PPRI samples the Serial Data on the
low-to-high transition of the clock, so that sensitivity to clock skew 1is
minimized.

A block diagram of the PPRI is included as Figure 4 -3, where the
inputs just discussed can be seen in the upper left corner. A multiplexer
provides for software-controlled testing to be discussed later; for the
present, assume that the Encoder outputs drive the Serial Data and Clock
lines shown connected to a 30-bit SIPOR (Serial-In/Parallel-Out Register).
In the Encoder, certain bits are complemented to ensure an adequate number
of bit transitions in the case of all-zeroes or all-ones data, so that the
phase-locked loop which reconstructs the bit clock on playback in the
FR 2000A can operate properly. These bits need to be complemented again
at the SIPOR output in order to restore them to the proper logic sense.

The fact that both complemented and true versions of these bits are available
simplifies the design of the sync decoder which recognizes both the first
sync code (30 bits) and any sync code (28 bits). Detection of the first sync
code (A) resets the modulo 4 subframe Counter and generates an interrupt
through the General Purpose logic on the ULIM. Detection of any sync code
(A, B,C or D) resets tne Input Bit and Word Counters to their respective

proper starting states.
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After the appropriate SIPOR output bits have been complemented, they
are routed through an interconnection matrix to a 16-bit two-input "Halfword"
multiplexer via a Sign-Magnitude to two's complement converter for the Mcan
Doppler velocity bits and a 24-bit two-input multiplexer which implements the
two different bit-reordering schemes needed for Ancillary and Video data.
This multiplexer's select line is driven by a signal decoded from the Word
Counter which keeps track of whether the word being received contains
Ancillary or Video data. A Subframe Counter prevents the transfer of Ancillary
data except during the first subframe by disabling the Output Synchronizer
during the Ancillary data words of subframes B, C and D. Just after each
30-bit serial word has been shifted into position in the SIPOR, allowing of
course for propagation delay through the code converter and multiplexer, the
Output Synchromnizer sequentially enters the two halfwords now at the HW

Multiplexer inputs into the FIFO (First-In/First-Out) buffer memory.

Because the memory data bus within the 7/32 is 16 bits wide, transfers
to or from this memory take place in halfwords via the ULIM GP Logic
connected to the 7/32's ESELCH bus. The haliwords in FIFO are already in
the proper order for transfer to the ESELCH, so the output synchronizer must
now simply control the transfer rate. The synchronizer accomplishes this
control by clocking halfwords out of the FIFO " by issuing appropriately-
timed transfer Request pulses to one of the status bits which is interpreted
as the BSY bit by the ESELCH. The peak transfer rate is 106 halfwords/second
when two successive halfwords resulting from each 30-bit input word are out-
putted, but these halfword pairs are 57 useconds apart (except for a special case
following interrupt processing) resulting in an average rate during most of
each block 17, 500 fullwords or 35,000 halfwords/second so that only 3.5% of
the one-microsecond memory cycles are stolen. The overall average transier
rate, ut the maximum PRF possible, is about 86 to 88% of the peak rate
because of dead time and the gaps left by sync codes and ancillary data from
subframes B, C and D. Of course, at lower PRFs, the overall average

transfer rate will decrease.
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Command DIS EN TEST CLR

To begin the data iransfer, a command byte with bits 1 and 4 set
must be issued to the PPRI (device code X'8A') to clear the clock presence
detector. Once the detection of a first sync pulse results in the generation
of an interrupt, the 7/32 has up to 0.5 milliseconds in which to set up the
ESELCH (device code X'F1') while halfwords accomulate in the FIFO. The
ESELCH should be set up with the proper starting and ending addresses
and given a GO command. When the ESELCH begins to run, it finds BSY

low whereupaon it generates a Data Request which clocks a halfword out of the
FIFO and 1nto the ESELCH. The ESELCH sends another Data Request pulse

as fast as if can steal another one~microsecond memory cycle. This process

continue s until 2all halfwords which had piled up in the FIFO during interrupt
processing tuime have been clocked into the ESELCH; now the Output Synch-
ronizer sets BSY high. As each subsequent halfword enters the FIFO, BSY
goes low, the halfword is transferred into the ESELCH, then BSY goes high
again. Thereafter, until the transfer process is terminated, two halfwords

pass through the FIFO every 57 (iseconds and never pile up.

A Clock Presence Detector, implemented using reiriggerable monostable
delay elements, verifies the presence and approximately-correct frequ 'ncy
(525 kHz) of the input clock. The outputs of the Presence Detector cont:-ol
ESELCH termination and can be examined by the processor as two of the eight
status bits through the ULIM GP Logic. Status and Comr mand bytes for the

PPRI are summarized in Table 4-1. As has been discussed, status bit 4

T'able 4-1. PPRI Status and Command Bytes

0 1 Z 3 4 5

o~
~

) PSSR

FIFO C.K | CLK

Status | BSY | FULL | F.ST | SLOW |
1 ]

Device Code X'8A! Normal 0 0

Clock slow or 0 i

stuck High
Clock fast 1 0
Clock stuck low 1 1
32
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controls the ESELCH transfer rate. If any of bits 5, 6 or 7 become set durirg

a transfer because of some abnormal condition, then that transfer is terminated.

Command bits 0 and 1 control the interrupt queuing circuits in the ULIM
GP Logic, while bit 3 selects the TEST position of an input multiplexer. Command
bit 4 clears the Clock Presence detector: initially, both Status bits 6 and 7 go high.
Within several useconds, these bits indicate the condition of the clock as listed
in Table 4-1. Bit4 resets the PPRI sequential logic.

The previously mentioned multiplexer at the Serial Data and Clock inputs
permits software-controlled testing of the PPRI by the following procedure. A
command byte having a bit assigned to control the input multiplexer is issued to
the PPRI via the Multiplexer bus -- the ESELCH is not used in this test. This
Test Select bit, stored in a D-Flop shown at the lower left of Figure 4-3, applies
the Data Available strobe from the GP Logic and the L.SB only of the Data Output
to the SIPOR clock and data inputs, respectively. Now the processor can generate
sync codes and simulated data in software and can verify proper serial/parallel
conversion, bit complementation, sync decoding, code conversion, bit reordering,
counting, and output synchronization by observing outputs from the halfword

multiplexer. See Appendix A.

Not shown in Figure 4-3 is the System Clear GP Logic output which
resets all sequential logic elements in the PPRI to drive it to a known starting

state.

4,1.1.3 Data Transfer

An example of a data transfer from the PPP recorder to the computer
is shown in the timing diagrams of Figures 4-4 and 4-5.

Before all data transfers, the programmer outputs a clear and interrupt
enable commands to the PPRI. The clear command clears the FIF0, and prevents
data from entering the FIFO0 until a first sync code is recognized (SYNC1). CLR
also initializes the clock presence detector, which is cleared to 00000011 (status bit

6 and 7 high). Within 2 to 4 u seconds, the clock presence detector should have
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valid data. If either status bit 6 or 7 is high, o1 both, then data transfer cannot
occur. The CPD continually monitors the clock, and if it eves find . a fault in
the clock input, bit 6 or 7 will go high according to Table 4-1. If either bit goes
high during « data iransfer, the ESELCH will automatically terminate the opera-
tion and cutput an error status. Once the SYNCI code is recognized, an interrupt
pulse is s-ont to the processor, signalling that the ESELCH should be started.
Load pulscs (PL) are generated to load each word into the FIFO on the leading
edge of WCK and the next trailing edge of the input clock. Once the data has
rippled throuzh the FIFC, Output Ready (OR) goes high, which sends busy low.
The ESEICH senses BUSY low and immediately sends a Data R:quest (DRGII)
pulse to the PPRI, which subsequently sets busy high again. DRGII gates the
data onto the bus, while low, and clocks the next 16 bits out of the FIFO when it
goes high again. When OR goes high again, signalling that the next halfword is
in position, BUSY goes low, and the process continues until the ESELCH deter -
mines that all the data has been transferred. Sync codes and ancillary data in

all subframes except the first are not transmitted.

4.1,2 Scan Converter Refresh Memory Interface

The SCRMI consists of a modified Universal Logic Interface Module
(ULIM) which plugs directly into the Multiplexer Bus of the 7/32 procescor,
with device coce X'8C'. It is designed to work in conjunction with the L splay
Data Interface DDI) which already contains most of the control circuitr .

necessary for data transfer to and from the SCRM. The operation of th.e DDI

is discussed in section 4. 2. 2.

The function of the SCRMI is threefold. First of all, it accepts the
status byte and 8 bits of data input from the DDI and prepares them to be gated
onto the 7/32's Multiplexer Bus. It also serves to latch command bits 4:7

and the data byte from the 7/32 and buffer them for shipment to the DDI,

along with the control signals.

The third function of the SCRMI is to prepare itself for testing through
software. It was considered desirable to make this interface compatible with
the Common Universal Logic Interface Test software package suppliea by
Interdata (program number B06-129R06). See Appendix B. This is dofie with the
use of multiplexers which logically tie the output byte and command bytes 4:7 of the
SCRMI with the status and data inputs. The interface is prepared for testing by

setting command bit 3 to a 1.
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The SCRMI is connected to the DDI through 33-foot long ribbon cables.

The cables are wired in an alternate ground configuration to minimize cross talk.

4.2 Existing Equipment

The TSE has been designed to minimize changes required to be per-

formed on existing equipment.

4.2.1 PPP Recorder

The serial data and clock signals needed to drive the PPRI, selectable
by the DATA SOURCE switch between REAL TIME (Encoder) and TAPE
switches, are both available on the Decoder card. A line driver, Type
SN 74128, is added there along with output connections to two BNC connectors
on the rear panel. From these points, two RG62 93-ohm coaxial cables

route the serial data and clock signals to the PPRI.

4.2.2Scan Converter Refresh Memory

The SCRMI in the TSE communicates with a Display Data Interiace in
the SCRM always in the byte mode. No DDI modifications are needed to
perform the data transfers required by the TSE, but this section briefly

outlines the DDI's capabilities and references other documents for details.

The 7/32 treats the Scan Converter as a peripheral and can perform data
transfers to and from its refresh memories through the ULIM with device
code X'8C', the SCRMI on the ULIM, and the DDI within the SCRM. In
addition to these processor-initiated operations, a cursor can be switched
on in any display, its position adjusted by means of a trackball, and the
four-bit color code in the refresh memory at that position transmitted to
the computer by operator interaction through the Display Interface Control

panel.

Manual control of the DDI, through the Display Interface Control panel

and various controls on the Scan Conversion Processor itself, is instructed
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in section 3.1.10 of Reference 7, Section 4.7 of that document presents a
detalled hardware descriptiou of the DDI and how it iateracts with other
components of the SCRM. The three basic types of transfers: Write Display
M:zmory, Read Display Memory and Cursor Data Entry are exemplified in
section 4. 7.7 which presents hardware-oriented discussions of tke same

examples described in software terms in Appendix C of Referenc: 5.

The DDI Command and Status Bytes are listed in Table 4-2. Conmand
bits 0 and | program the interrupt logic on the ULIM to either accept, queue,
or ignore interrupts {rom the DDI. The HW bit is used to select halfword or
byte mode in ln‘erdata ULI cards, but since this SCRMI is built on an MDB
SystermsU LIM, (his bit is neither needed nor used because the DDI always
operates 1n the byte mode. Command bit 3 enables the test mode described in

section 3.2

Conr mand bits 4, 5 and 6 direct control logic on the DDI to periorm
various data transfer sequences. In the WRITE operation, the 7/32 specifies
the display channel, the color of the picture element to be written, and the
address. Three different sequences are available, depending on whether

successive elements are to be the same or different colors.

In a READ operation, the 7/32 specifies the display channel and the
address and receives from the DDI the color code for the addressed picture
element. Since all WRITE operations require random acces; to the re resh
memory of the selected channel, no WRITE sequence should be attempted if
the Not-Available status bit for that channel is true (Table 4-2). If, however
a READ operation is initiated in a channel with its Memory Bus not ava lable
(MBA = true), the operation will still be accomplished by a SLOW READ
process in which the required picture element is obtained by waiting for it to
appear in the digital video data stream used to refresh the raster-scan display.
An interrupt is generated at this time. SLOW READ can also be purposely

initiated by issuing the zppropriate coramand byte.
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Command
Byte

COT-
45671
0 0 0 X
0 01 X
0 I 0 X

N 0 R R, 1
P g @ X
10 1 X
B
I LR
Status
Byte

N

Table 4~ 2 DDI Command and Status Bytes

0 1 2 3 4 5 6 7

i
|
lDIS EN Hw | TEST COT4 COT5 COTe COT7
L9 7
—

To Interrupt Not To DDI Control Logic Spare
Control Logic Used to
on ULIM DDI

Device Code X'8C'!

WRITE Multiple Points Same Color

" " " Different Colors - Not fullword Boundaries

" 1 1 1 " - oa " "

READ (SLOW READ FORCED IF MBA)
SLOW READ

INITIALIZE CONTROL LOGIC

0 1 2 3 4 5 6 7

INA 2NA 3NA 4NA SDG WS RS

N J

Display Channel Not Available Send WRITE READ
Data Switch Switch
Gate-A ON ON
Cursor
Data
Entry has been initiated.
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In a manuaily-initiated Cursor Data Entry operation, the color code i:
obtained as in SLAOW READ but the address comes from the trackball and is
transferred to the 7/32 along with the color and channel codes when the
interrupt happen: When a cursor data entry is in process, status bit 4 is

true, even before the interrupt has occurred.

Switches on the Display Interface Control panel can disable either READ
or WRITE operations in the DDI. The state of these switches 1s available to

the 7/32 through the status byte.

Detaiis of the various types of transfers, includiig hardware and scftware
examples, dieplay addressing conventions, and control logic operation ar:
available in section 4.7 and Appendix C of reference 7 and should be stud. =d

before programming 1s atiempted.




SECTION 5. DETAILED SOFTWARE DESCRIPTION

| Support Software

The support software used by TSE may be broken down into two
categories: the OS/32-MT operating system, and the I/O drivers. These

combine to form a powerful aid to both the programmer and the end user.

Bl Operating System

The choice of the operating system was dependent upon the language
to be used for the task to be performed. Since FORTRAN was chosen for the
task, this mandates that an Interdata operating system also be used. Appendix
¥, an Interdata product bulletin entitled OS/32 MT, describes in detail the
operating system which Wwas ~used for TSE., In addition, extensive use
was made of the Command Substitution System. The Command Substitution
System (CSS) is an extension to the OS/32 MT Command Language. It provides
the user with the ability to establish files of dynamically modifiable commands
which can be called from the console or other CSS files and executed in a defined
sequence. In this way, complex operations can be carried out by the operator
with only a small number of commands.

CSS provides more than just the ability to switch the operating system

command input stream to a batch device:

- A set of logical operators are provided to control the precise seg.ience

of commands to be obeyed.

- Parameters can be passed to a CSS file so that general sequences can

be written which take on specific meaning only when the parameters

are substituted.

- One CSS file can call another, in the manner of a subroutine, so that

complex command sequences can be developed.

A CSS file is simply a sequential text file. It could be a deck of cards, a

punched paper tape, a magnetic tape, or a disc file.

41




The OS/32-MT High Level Oper .tor Command Package is implementec
as a set of CSS files. These perform i variety of the commonly used program
preparation and deve.opment sequences. The following are some of the more

often used files:

Command Description

FOR1 Perform FORTRAN V compile, assembiy and task
establishment

FORTCLG Perform FORTRAN V compile, assembly, task
¢stablishment, load and star:

CAL Perform CAL assembly and task establishn ent

CALCLG Periorm CAL assembly, task establishmen:, loa
and start

COPY A Copy an ASCII file using OS Copy

COPYB Copy a Binary File using OS Copy

COPY T Copy an established task, resicent library or overlay
using OS Copy

RUN Load and start a task.

5.1.2 Drivers

In order to perform useful work, a program may hive to communicate
with many diifferent peripheral devices, each with its owa programming re-
quirements. To provide the programmer with the ability to perform I/O to
different devices without requiring device dependent coding, OS/32 prcvides a
standard I/O interface. Figure 5-1 illustrates the elements of this 1/0
interface. I/O requests are initiated by a Supervisor Call (SVC 1); drivers
provide the device dependent support via routines and control blocks, and
access to the devices is controlled by the Event Service Handler through the
Event Coordination Table (EVT).

Two additional drivers were required for inclusion into the OS/32 MT
operating system. These drivers each control one Universal Logic Interface
Module (ULIM); one for the Scan Converter Refresh Memory Interface SCRMI)
and the other for the Pulse Pair Processor Recorder Interface (PPRI). Each
driver was written to conform to the requirements specified by Int.rdata

for user-written drivers.
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5.1.2.% PPRI

This port provides an input-only interface between the Extended SElector
CHannel (ESELCH) bus and the Pulse Pair Recorder. Two modes of data
transfers are used: Command and Status bytes via the multiplexer bus, and

data via the ESELCH in the half-word mode on the DMA bus.

5.1.2.1.1 Supported Attributes

Read, Wait, I/O and Proceed. Unconditional proceed cannot be
supported by this device because the status byte does not provide information

as to device availability.

5.1.2.1.2 Functioml Description

Upon entry to the driver at the entry point INITPPRI, the interrupt is
enabled. Refer to Table4 -1 for the Command and Status bytes. Bit4 of the
Command byte, clear, is also output at this time to initialize the
PPRI. The ISP is set to point at the CCB for the PPRI driver. Upon receipt

of the interrupt, a command byte of X'CO' is cutput to disarm the PPRI
interrupts. The status byte is examined to determine if one of the error bits
in bits 5, 6, or 7 is set. If so, an error code as defined in section 5.3.1.3
will be placed in the returned status variable in the DCB for output by system
routines to the operator's console and the termination routine is schedulec.

If no error, the first and last byte acdresses are loaded into the ESE LCH with
the address of X'F1' and a GO command is given to the ESELCH to start the
data transfer. The address in the ISP for device X'F1' is set to point at the
interrupt routine for the PPRI ESELCH. Upon receipt of the ESELCH
interrupt, a STOP command is issued to the ESELCH to stop the data transfer
if the interrupt resulted by an error bit being set. The termination routine,

which is executed in an interruptable state, is scheduled by the ESELCH ISR.

The termination routine, entry point TERMPPRI, inputs the status
byte, converts the status to the proper code and stores it in the DCB for
retrieval by system error routines or north-seeking routines, and computes
the length of the last transfer by reading the last byte address transferred
by the ESELCH and subtracting the first byte address from the parameters
in the SVC1 parameter block, and an error is generated if the values do not

match.
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Operating system routines such as timer routines TOCHON and TOCHOFF,
and completion routine IODONE were . used to insure compatibility with the
operating system as described in Figure 5-1. The time-out constant is sct for

2 seconds after which, if no I/O has begun, an error will be generated.

5.1.2.1.3 Status Definition

Status Meaning

Xt00! Normal Completion
X111t Clock slow or stuck high
Xri2r Clock fast

X113? Clock stuck low

X'82¢! Time out

X'84! Short data transfer
X'Co? Illegal function

5.1.2.1.4 Device Address
The device address of the PPRI is X!'8A!,

5.1.2.1.5 Parameter Block

The PPRI driver is called by a supervisor call (SVC1) with a standard
Interdata I/O parameter block as discussed in Chapter 4 of Reference 2.

5.1.2.2 SCRMI/DDI

This port provides a transparent interface between the Multiplexer bus
and the Display Data Interface (DDI) in the SCRM. Command, status, and
display output data bytes are transferred via direct commands while the
display input data can be transferred via direct commands and the Auto

Driver channel.

5.1.2.2.1 Supported Attributes

Read, Write, Wait, I/O and Proceed. Unconditional proceed cannot
be supported by this device because the status byte does not provide

information as to device availability.

5.1.2.2.2 Functional Description

Upon entry to the driver at the entry point INITSCRM, the function

code, located in DCB. FC, is tested 1o determine the type of request; READ
or WRITE.
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5.1.2.2.2.1 READ

Due to the uncertainty of the availability of the 1'DI Memory Fus, all
read operations will be performed in the "SLOW READ'" mode. A ¢ommand
byte of X'CE', disarm interrupts and iritialize, is output at this time. The
ISP is sct to point at the CCB for the SCRMI driver and the CCB is initialized
with the starting address, length, and subroutine address. A SINT is

executed to force the driver into the IS state and start the I/O process.

Upon receipt of the first interrupt, a command byte of X'48', interrupt
enabled and slow reac, is output. Three WD commands are executed to
transfer the X and Y addresses to the DDI and the routine exits t., await the
data interrupt. Upon receipt of the interrupt at entry point ISR2¢ CRM, the
color is read and stored into the users buffer, the X and Y addresses are in-
cremented bv the value: stored in the SVC1 parameter block, and the number
of points input is incremented. This process continues until the desirec
number of points has been transferred at which time the termination routine

1s scheduled.
5.1.2.2.2.2 WRITE

Three modes of write operation ire possible with the DDI. The main
differences are in the number of write éommands required. This allow the
programmer flexibility in structuring data buffers for output. All output will
be done in the initializer due to the fact that no interrupts are generated by
the SCRMI/DDI during the output phase.

Upon entry to the WRITE portion of the driver, the WRITE sw tch,
bit 5 of the status byte, is tested to determine if the DDI cannot acc :pt data; if
so, an error status is stored and the program exits. The ‘equested display
number is used as an index into the status byte Lits O throuzh 3 to determ ne
if the desired display channel is not available for output; if so, an error siatus
is stored and the program exits. Once it has been determ ned that the display
is ready for output, the program enters the routine to output the data de»endent
upon the mode of output desired. Figure 4 of Appendix C of reference 7
depicts the modes and sequence of commands for the various output mocdes.
The output loop will transmit data until the desired number of points have

been output.
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5,1.2.2.2.3 TERMINATION

Upon completion of the READ and WRITE routines, the termination
phase is scheduled to complete the housekeeping and provide an orderly exit
to the operating system. Operating system routines such as timer routines
TOCHON and TOCHOFF, and completion routine IODONE will be used to
ensure compatibility with the operating system as described in Figure 5-1.
The time-out constant is set for 2 seconds after which, if no I1/O has begun,

an error will be generated.

5.1.2.2.3 Status Definition

Status Meaning

X100! Normal Completion

X'g2! Time out

X'g3! Recoverable Error-Write Switch Off
X'An' Device Unavailable-Write channel n
X'Cot ; Illegal Function

5.1.2.2.4 Device Address

The device address of the SCRMI/DDI is X'8C!',

5.1.2.2.5 Parameter Block

The SCRM Driver is invoked by a Supervisor Call (SVC 1) with a standard
Interdata parameter block as discussed in Chapter 4 of Reference 2. In addition to
this, the buffer contains information used by the driver. The format of the buffer is
shown in Figure 5-2.

NUMPTS is a full word specifying the number of points to be written to or
read from the display.

X-COORD is a nine bit number specifying the number of columns from the
leftmost edge of the display. There are 320 horizontal positions on each display. If
the number is greater than 360, it is ignored.

Y-COORD is an eight bit number specifying the number of rows from the
uppermost edge. There are 248 vertical positions on a display. If the number is
greater than 248, it is ignored.
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FC 1s the function code which specifies what type of I/O is to be per-
foemed. f FC 1s a '1', the driver pcrforms I/O on a horizontal line of length
NUMPTS, stacting at (X-COORD, Y-COORD). If FC is a '2', I/O is per-
formed on a vertical line of length NUMPTS beginning at (X-COORD, Y-COORD).
If FC is a '3', 1,0 1s performed on NUMPTS random points wt ose individual
coordinates are given in the fullwords which follow NUMPTS.

INCR 1s an increment value which acts on either X-COORD or Y-COORD,
depending on the value of FC. For example, if FC =1, and INCR = 2, and a
read operation 1s performed, every other point on a horizontal line beginning at
(X-COORD, Y-COORD), will be read into the buffer. If INCR = 3, every third
point will be read. If INCR = 0 or 1, every point will be read. It FC = 3, this
option is ignored

If the most significant bit of the display byte (bit 16 in Figure 5-2) is a 0,
and the display is unavailable, the driver will automatically search for the
nearest available display. If all four displays are unavailable, an error
condition results. If bit 6 is a l, this option is disabled, and if the display
specified is unavailable, an error condition will be returned. In both cases,

the value in the display field is left unaltered.

0 78 151617 2324 31
A
WORD 0 " INCR [rlJ:DISPLAY FC
o
] NUMPTS
0 34 67 1516 2324 31
2 [COLOR| — | X-COORD |Y-COORD ——
3 |COLOR| — | X-COORD |Y-COORD —

FIGURE 5-2 BUFFER FORMAT FOR SCRM DRIVER.

The begin and end addresses of this buffer
appear in the standard SVC | parameter block.
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5.2 Task Description

The TSE system consists of four tasks: TSEPARAM, TSE, TSEDUMP,
and CHANGE. TSEPARAM runs as a background task (. BG) before TSE is
loaded into memory. TSE runs in a foreground partition (TSE) and requires

*
87K of core. Simultaneously with TSE, either of two tasks, TSEDUMP or

CHANGE, may run. TSEDUMP is the largest of the two, and requires 5K
of core to run. Therefore, a second foreground partition of 5K is set ..side
for this purpose.

There are also four task common blocks (see Appendix C) used by TSE, to
allow intercommunication between tasks. These blocks are set up in global
memory under the names TASK, ZSTORE, DONE, and EXTRA. In all, they
occupy 16K of memory. Since this memory is global memory, it cannot be
executed, thus limiting the executable memory to 176K.

In order to utilize memory most efficiently, a run-time library containing
many of the commonly used FORTRAN subprograms was generated. This run-
time library is cailed TSERTL.RTL, and resides on the TSE system disk
(DAVE)., TSERTL must be present in core before TSE can be loaded, and
resides in the . LIB partition. It may be loaded using the LOAD command:

LOAD . LIB,DAVE:TSERTL.RTL
TSERTL occupies 7.75K of memory. To erase the . LIB partition, and free the
memory for other purposes, use the SET PARTITION command:

SET PARTITION .LIB/0
These commands are discussed in full in Chapter 5 of Reference 1.

The following sections describe each routine in TSE, in the order in which
they are executed. They are classified by their file names, which may be
slightly different than their routine names.

5.2.1 TSEPARAM.CAL
TSEPARAM is a TSE support program which is called by the TSE command.

It is an assembly language program. and operates in approximately 1. 25K of memory.
Its purpose is to transfer the parameters of the TSE command to TSE. TSEPARAM
outputs these parameters to LU4 in a form that TSE may use. TSEPARAM also

sets the default values of any null parameters.

*All memory sizes in bytes.
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Fhe parameters are passed via the START coinmand as discussed 'n

Chapter 5 of Reference 2. The order of these pararaeters is as follows:

START , DISP, BGNA, ENDA, ELEVI], ELEV2, MODE, OLDATA
where the meaning and default values of each parameter are discussed ully in
Section 3.2.1.

The only message printed by TSEPARAM is in the event of an I/O error
on LU-4:

TSEPAR I/O ERR XXXX

TASK PAUSED
where XXXX is the returned status of the I/O driver as defined in Reference 8.
The user may then cither cancel the task, or continue using the CANCEL or
CONTINUE commands as discussed in Reference 3. If TSEPARAM is continued
after an I/O error, it will make another attempt to write to LU-4.

When TSEPARAM has successfully completed,
.BG: END OF TASK 0

will be printed on the system console.

5.2.2TSEMAIN .FTN
TSEMAIN is, as the name suggests, the main program of TSE. I[ts basic

function is to simply call the different processing routines in their proper order.
It also reads in the parameters =et up in TSEPARAM from LU-4, sets the flag
INDCTR if it is a sector scan, and utilizes the system clock to accommodate the
times mode option.
The only error message printed by TSEMAIN is in the event of an I/O error
on LU-4:
XXXX I/O ERROR IN RTN TSEMAIN
TASK PAUSED
where XXXX is the status returned by the I/O driyer. If theuser continues
execution with the TPA command, TSEMAIN will attempt to read agai.
When TSE has been successfully completed, TSEMAIN will eithe - enter a
time-of-day wait (SVC2, 10), pause and wait for a TCO command, or immediately
begin again, according to the MODE parameter on the TSE command.

Reference 8, 0OS/32 Series General Purpose Driver Manual, Interdata
Publication Number B29-384R04,
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The first time TSE is run, TSEMAIN calls RDHIST(0) which reads the
track history file from LU-6. Subsequently, after each run of TSE, TSEMAIN
calls RDHIST(1), which writes the updated track history to LU-6.

TSEMAIN also monitors a second set of parameters in the task common
EXTRA. When the CHANGE flag goes high, TSEMAIN changes the parameters
which were specified during execution of the CHANGE task. To eliminate
confusion of data, these changes are only implemented upon the completion
of each run.

5.2.3 TSEHIST,ETN

TSEHIST contains the subroutine RDHIST, which is called by TSEMAIN,

As its name suggests, RDHIST is involved with the history file, LU-6. When

its argument is a 0, RDHIST reads the old track history from LU-6, and stores
it in the task commons TASK and EXTRA. If there is no track history
(parameter HIST in the TSE command is null), the track history pointers
IPNT and NPNT are set to 0 and RDHIST returns.
When the argument of RDHIST is a one, RDHIST writes the present
track history, found in task commons TASK and EXTRA, to LU-6 and returns.
No messages are printed by TSEHIST.
5.2.4 TSEDATA.FTN
TSEDATA contains the PPRDSC subroutine called by TSEMAIN, Its

function is to input data from the PPP decoder and transfer it to the disc.

Since FORTRAN is inherently slow for I/O, the actual input from the decoder
had to be done in assembler. Therefore, although TSEDATA is a FORTRAN
file, it actually contains very little FORTRAN.

PPRDSC has a single argument, a 6 element INTEGER *2 array. This
array contains the first 6 parameters of the TSE command. The first and
last elements are ignored. Elements 2 and 3 are the Begin and End angles of
a sector scan. Elements 4 and 5 are ELEV] and ELEV2 of the TSE command.

If the sector scan flag INDCTR is setto a 1, PPRDSC determines the
direction of the scan according to Section 3.2.1.1. It also detects sector
scans which cross 00, a potential hazard, and sets a flag (STPFLG)

accordingly.

51

B -~ — T e e e e e e s g P T =
P - ” v

-




As noted earlier, there are two modes of input: sector scans anc

PPIe. These will be discussed separately in the following sections.
5.2 1 Dector Scans
After determiming the direction in which it wants to collect data,
PPRDSC then determines which direction the radar is actually moving by

subtracting two « onsecutive azimuth angles and checking the sign of the result.
If the radar is moving in the wrong direction, PPRDSC waits until it is going
in the right direction before continuing.

Once it has been determined that the radar is going in the right direction,
PPRDSC compares the current azimuth to BGNA and 1:NDA. If the azimuth is
within BGNA and TNDA, it waits until the azimuth is outside of the sector scan
limits. This is to ensure that a complete scan is made.

Once the azimuth is outside of the sector scan limits, and is going in the
right direction, PPRDSC waits until the angle is once again within the scan limits.
At this point, if the current elevation is between ELEV]1 and ELEV2, PPRI SC
begins to collect data. As soon as the azimuth once again goes outside of the
sector scan limits, PIPRDSC stops collecting data, and flag: the ‘urrent azimuth
as the last. PPRDSC no longer looks at elevation once it has started col ecting data.

In order to be sure that no data is missed, a double buffering tec hnique
is used for data collection. With this method, while one azimuth is being written
onto the disc, another is being read into a second buffer. In this way, the input
and output are effectively accomplished simultaneously.
5.2.4.2 Fuall Scan

Once it has been determined that a full 360 degree scan is to be collected,
PPRDSC reads in the current elevation angle of the radar. If this elevation angle
is outside the upper and lower limits set by ELEV2 and ELEVI in the TSE
command, PPRDSC waits until it is within the set limits.

Once the elevation of the radar is satisfactory, PPRDSC saves the azimuth
in RZ, and begins collecting data. When it determines that the radar has once
again passed the azimuth at which data collection began, PPRDSC flags thz last
azimuth and returns.

At the beginning of PPRDSC, the direction of the radar is tested by

looking at the sign of the result when two consecutive azimuths arc¢ subtracted

Once data collection has begun, PPRDSC assumes that the directi )n does not

change, and therefore no longer checks it.
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To expedite data collection, the double buffering technique discussed
in Section 5.2.4.1 is used.

When PPRDSC is called by TSEMAIN, it logs '""PPRDSC'" to the console.
The only other message printed by PPRDSC occurs when an I/O error is
encountered, either from the PPRI or the DISC:

XXXX I/O ERROR
TASK PAUSED

where 'XXXX' is the status code returned from the I/O driver. If the TCO
command is subsequently used, PPRDSC will start over from the beginning.
All data which was previously collected will be lost, and new data will be input.

A common example of this is the message:

828A I/O ERROR
TASK PAUSED

This is the PPRI time-out error, which means that no data is getting to the
PPRI from the PPP DECODER. If recorded data is being used, this could
mean that the recorder came to the end of a track, or was turned off. The
user can merely fix the problem and enter TCO, whereupon PPRDSC will
begin collecting new data.

5.2+-5  ESERANGE. BTN

RANGE, the range processor subroutine, does I/O and almost all its logic

in assembly language. The first assembly language block unpacks ancillary
data (except the azimuth angle and STOP, the last azimuth flag) from one of the
buffers used in PPRDSC (COMMON/ZSTORE/). The second block unpacks the
azimuth angle and the last-azimuth-flag and reduces the PPRI (Pulse Pair
Recorder Interface) data to be compatible with the azimuth processor and com-
putes the inner sums (& zr and Z z2 r). The subroutine loops through this
second block for all azimuths.

The actual algorithm is rather simple: the processor examines each
range cell in turn, computing sums and segment length upon acceptance. If the
cell is not above the thresholds, its predecessor is considered the end of a
segment. If the segment is longer than P cells, the segment and its sums are
stored. Upon the acceptance of an eleventh segment, the shortest one is found
and rejected. After each azimuth, the subroutine outputs segments and sums
to COMMON blocks: /DATA/and/RUNSUM/.
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The important vaciables used by RANGE are listed in the following
table:
COMMON/MUSIG/PCTMIN Percentage of range cells ignored because
of ground clutter
MMijJ Minimun acceptable absolute value of MEAN

SIGIMA  Minimum acceptable variance

COMMON/EXTRA/RHO Minimum acceptable seyment length
GRND Number of range cells ignored becuasc of
ground clutter
ZTH Minimum acceptable power
BETA Overlap constant used in AZPRO, not range
K Running azimuth counter

COMMON/READLZ/NRCEAD End address for read, stored for use by CENTWT
OLDATA Flag to tell program to ignore 9th bit of power
COMMON/ZSTORE/ANC(4) Ancillary data in 32 bit words
ZEE(1024) Video data in 32 bit words

COMMON/DATA/VAR(448,10, 3) Begin, end and label information used by
other programs

VAR(K, I, 1)= beginning of I-th segment on
K-th azimuth

VAR(K, I, 2)= end of Ith segment on K-th
azimuth

VAR(K, I, 3)=Label of I-th segment on the
K-th azimuth (set to zero by

RANGE)
COMMON/RUNSUM/ZZR(10,448) Z zr
ZZR2(10, 448) zzr/lZS
TP Range cell size (75m*2TP)

ELEVAT Elevation
DAY, HOUR,MINUTE, SECOND Self explanatory

54

e R T T e



5.2.60 TSEAZPRO,FTN

The azimuthal processor, TSEAZPRO, consists of five subroutines:
MAKSEN, WAKBAK, LLOOKBK, WIPOUT and WIPE. Its input is the VAR array
from TSERANGE (begin, end, label). The labels are initially zero, but are
assigned to azimuthally significant storm cells as TSEAZPRO proceeds. The
VAR array is also the output from TSEAZPRO.

MAKSEN ('"Make Sense'') is the executive program. It sets the initial
value of various variables and then calls WAKBAK ('"Walk Back') for each
segment. After all of the WAKBAK processing is complete, MAKSEN looks
through the cross-reference array, XREF, and re-labels any segments which
belong to ecquivalent cells.

The minimum acceptable number of adjacent azimuths, @, relates to the
minimum sector length, 0, and to the radius, r, of the center of the cell, as
follows: i B

£ radians.
T

Since we know the average angular change, we can determine the minimum number
of adjacent azimuths.

WAKBAK determines to which cell a given segment belongs, and wipes
the cell out if it doesn't meet the minimum size requirement. It calls LOOKBK
("Look Back'') and WIPOUT ("Wipe Out''). LOOXBK checks whether two cells
are adjacent. The minimum overlap constant, B, defines adjacency. The end
of one cell must be at least ® range cells ahead of the beginning of the adjacent
azimuth's cell. LOOKBK also checks whether either of the cells is already
labelled. If it is, the program enters a number in the cross reference table,
XREF, which makes them equivalent. If WAKBAK fails to count @
adjacent cells, it calls WIPOUT which sets the VAR elements to (0, -1, 0).

The final outputs of TSEAZPRO are the VAR array, an array of good
labels, LARRAY and the number of labels, NLAB.,
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§.2.7 ISECENT, FTI\L_
TSECENT has twe subroutines: CENTWT and ORDER., CENTWT

determines, for eack acceptable storm cell, the area, Z-we.ghted area,
Z -weighted center, and the maxima of the power, mean and variance. ORDER
is called to find and order the 12 cells with the largest Z-weighted area.

The following equations express the Z-weighted area, M, and the

center location, X; Y:

M =Z8z (r,8)r A ASB (5-1)
¥ =2 D55 oin Bale, 900 40 (5-2)
_— 1 LT .Z

y:—-ﬁ “&r” cosfAz(r, 8)ArASs (5-3)

TSERANGE calculated 2 inner sums, Sl and SZ:

SI(B) =Z z(r,8)rbr (5-4)

5,(8) = Z 2(r, 9) 25 H 5 (5-5)

TSECENT uses these to get:

M =E85(60) 48 (5-6)
1 : ;
7;-1\71_2 S&(G) sin 8 A 6 (5-7)

! Y
¢ =35 258 (8) cos 6 46 (5-8)

TSECENT also calculates the unweighted area, A:

rz(g) 2 2
A_zrlf(;?rae:z( 5 ) Mg, (5-9)

where ) and r, are the beginning and end of a given segment.

TSECENT outputs the 12 largest sectors into a COMMON for use by
TSEPLT.
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5.2.8 TSEPLT.FTN
Subroutine TSEPLT takes the labels and centers from TSECENT
and plots this information to the samc scale as the SCRM data. Its argument,

DISPLA, is the SCRM display number on which to plot. Most of the SCRM

input or output is done in assembly language.

First TSEPLT clears the chosen display. It then reads the scales from
one of the other displays. If there is no scaling information on any of the
displays, the program will print "TURN ON DISPLAY AND CONTINUE" and
then pause. After reading the scales, the program plots lines from the begin-
ning to the end points of all of the strongest storm cells. We divide each
azimuth interval into five steps and plot these lines at each. The last steps
are to plot the range markers and, finally, the centers.

This last loop, the centers plot, stores away the centers, areas and
maxima for all of the current centers. It plots the time history of the storm
cell centers in their original colors. The earliest centers appear first and
later ones cover the older ones. The program allocates storage for up to 24
past displays.

5.2.9 TSEDUMP.FTN
TSEDUMP is a FORTRAN program which runs concurrently with TSE,

in its own partition of 5K bytes. Its function is to read the task commons which

contain the track history data, and print the history in a useable form on LU-3.
It runs with a priority of 11, just nelow the higher priority TSE task. This
ensures that TSEDUMP will not interfere with efficient operation of TSE.

The printout is grouped, according to time, with the earliest times
first, up to the latest data.

If no track history is yect avai.able, TSEDUMP will print

NO HISTORY AVAILA 3LE

to the system console, and halt.

When the complete history has been printed out,

STOP
END OF TASK 0

will be logged to the console, and TSEDUMP will halt. TSEDUMP may be in-
voked by the DUMP command as discussed in Section 3. 2. 4.
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5.2.10 TSECHNG.CAL

TSECHNG 1s an asscermbly language program which can be run on-
currently with TSE, 1n its own partition. Its basic function is to allow the
user to alter some of the program parameters without canc :lling TSE and
starting over. It accomplishes this by updating the task cointnon EXTRA to

notify TSEMAIN of the changes.

TSECHNG is invoked by the command
CHANGE
There are no parameters for this command. TSECHNG will prompt the user for
input on the system console with
CHANGE
The user responds by typing the parameter to be changed, and the: alue to which
it is to be altered. The poscible parameters are shown in Table 5-i. Each
parameter must be followed by an equal sign (=) and a decimal valuz. When all
the parameters are the required values, CHANGE is terminated by typing
END.
This finalizes the changes and sets the CHANGE flag to notify TSEMAIN.
For example, if the power threshold is presently 150, and the user
wishes it to be raised to 200, he simply enters the CHANGE command and waits
for the prompt

CHANGE
*CHANGE>

He then types in
*CHANSE> ZTH=200
*CHANGE> JEND
where *CHANGE?> is the prompt and is printed by the system. The system
will respond to END with
CHANGE: END OF TASK 0.
An unrecognizable input will cause CHANGE to print

CHANGE: ILLEGAL COMMAND
CHANGE>

A parameter may be changed any number of times, but only the last

change will be implemented.
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PARAMETER

RHO
ZTH
BETA
PCTMIN

MMU
SIGMA
MINUTE

DISPLAY

BGNA

ENDA

ELEVI1
ELEV2

MODE

END

M CANING

RANGE THRESHOLD
POWER THRESHOLD

RANGE OVERLAP THRESHOLD

PERCENTAGE OF GROUND
CLUTTER TO BE IGNORED

VELOCITY THRESHOLD
VARIANCE THRESHOLD

TIME BETWEEN DATA COLLECTION

IN MINUTES

DISPLAY ON WHICH PLOT IS TO BE

OUTPUT

BEGINNING ANGLE FOR SECTOR
SCAN, IF >360, A PPI WILL BE

INPUT

END ANGLE FOR SECTOR SCAN
LOWER ELEVATION THRESHOLD
UPPER ELEVATION THRESHOLD

MODE OF OPERATION

END OF CHANGE, STORE FLAG

AND EXIT

TABLE 5-1

&9

POSSIBLE VALUES

0< x <NRC
0< x <512
0< x <NRC
0< x <100

0< x <256
0< x <256
0< x <1000

1S x sS4

0< x <360
(x>360 = PPI)

0< x <360
0< x <60

0< x <60, Must be
greater than ELEV]
0 = TIME

1 = DEMAND

2 = CONTINUOUS

OPTIONS FOR TSECHNG ROUTINE




APPENDIX A

TEST SOFTWARE FOR PPRI
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APPENDIX A
TEST SOFTWARE FOR PPRI

The PPRI Test program is run as an executive task on the 7/52
commuter, and therefore does not use the I/O drivers. The flow chart is shown
in Figure A-]

[he program begins by outputting a CLR command and enabling the TEST
mode on the PPRI. Now, by writing data to the PPRI, real data may be simulated
for use in testing the interface. The test then outputs a SYNCI code, and waits for
an interrupt. 4 no interrupt is generated, an error is produced.

The sccond test performed by the program is to test the bit manipulation
hardware by outputting ancillary and video test words and observing the input from
the interface. For both cases, a word of all 1's is output, then all Q's, and then
two cases of valid data. In the video mode, the data are chosen so that the x's
sign magnitude/2's comp converter will be tested.

The program then outputs a sync code (not SYNCI) to be sure that sync
codes are not passed to the FIFO. This test also ensures that ancillary data in
subsequent subfirames are ignored.

Since the input clock in the test mode is actually the DAG pulse from the
processor, and due to the slow cycle time of the 7/32, the CPD cannot be tested
in software.

There are 3 commands recognized by PPRI TEST:

S Start test program

C Continue test from last executed point (this allows
the user to continue the test if an error is detected)

H Halt the test and return to the OS. The return code
is the number of errors encountered.

These commands are only processed when the program is in tie command
mode. They are ignored while the task is in progress. When the program is :n

command mode, an asterisk (*) is printed to the console.
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PPRITEST is run by entering the CSS command PPRITEST. The

format 1s

PPRITEST (DEVI:)
where DFEVIL 1s the optional device to which messages are to be output. The valid
devices are PAS: and CON:. The default is CON', which means that al! commands
and messages are done on the system console. If for some reason the user wishes
touse a CRT, TTY or DEC writer, he can connect it to the PASLA, and enter PAS:
as the device. PPRITEST will then output all messages to the PASLA.
lhere are 6 error messages which may be output by PPRITEST. The

messages, their meanings and possible causes are listed in Table A-1.
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SCRMI TEST SOFTWARE (SCRMITST)
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APFPEZNDIX B
SCRMI TEST SOFTWARE (SCRMITST)

Since the SCRMI is a transparent interface it can be tested with a modified
version of Iaterdata's Cormmmon ULI test package (program number
056-129MY96ROHALY)., The modifications consist of adding an END command tc
return to the operating system, and changing the interrupt service routines t>
be compatible witl an C5/32-MT executive task. A complete description of the
ULT Test Program may be found in Reference 9.

Unlike Interdata's test, the SCRMI test requires no jumper cable to
connect the inputs and outputs. This connection is done on the SCRMI when the
user outputs a TE5T command. This is automatically done by SCRMITST.

There are four options recognized by SCRMITST. These are listed in
Table B-1 and discussed in Reference 8.

The two commands recognized by SCRMITST are "RUN'" and "END",
When "RUN!" is entered, the test is executed, and either a '""NO ERRORS" or the
appropriate error message will be printed on the list device. Unlike the ULI
test, the SCRMI test does not loop on an error condition, but returns to com-
mand mode and prints an asterisk (*). To return to the operating system, type
HEND",

To run SCRMITST, use the CSS command SCRMITST. the format is:

SCRMITST (DEV1:)
where DEVI: is the optional list device. If this parameter is null, or anything
but PAS:, the system console (CON:) is used. If PAS: is entered, SCRMITST
will do all command and message I/O to the pasla. The user may connect a
TTY, CRT, or DECWRITER to the pasla for this purpose.

A list of error codes, reasons, and comments is given in Table B-2.

Reference 9. Common Universal Logic Interface Test.
Interdata PN. B06-129R0O6, May 1975.
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Appendix C

COMMON UTILIZATION IN TS E

There are a total of eleven labelled common blocks in TSE. Four
of these are task commons, and as such can be referenced by other tasks
(e.g., "SEDUMP, or CHANGE). All common blocks used by the TSE system
and their relative addresses are listed in Table C-1. Table C-2 lists the common

utilization according to subroutine.

LOCAIL COMMON BLOCKS:

ADDRESS NAML
005CB8 MUSIG
005CCO READZ
005CC8 SECTOR
005CDO DATA
00C6A0 ALP
00C6AS RUNSUM

TASK COMMON BLOCKS:

ADDRESS NAME
020000 TASK
030000 ZSTORE
040000 DONE
050000 EXTRA

TABLE C-1 LIST OF COMMON BLOCKS
AND THEIR RELATIVE ADDRESSES
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APPENDIX D

ECHO TRACKING AND SIGNIFICANCE

ESTIMATOR PHOTOGRAPHS
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APPENDIX E

LIST OF SCHEMATICS
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APPENDIX E
LIST OF SCHEMATICS FOR THE
ECHC TRACKING AND SIGNIFICANCE ESTIMATOR

# of Drawing

Schema tic Size  Shee.s Number
Pulse Fair Recorder Interface D 2 T3
Scan Converter/Refresh Memory Interface D 1 977974
Cable Wiring Diagram: DDI to SCRMI D 1 977915
PPP Recorder Decoder ™ E 3 897517
PPP Recorder Encoder/Decoder E 1 897650

Interconnection Diagram *

#Revised Drawings from earlier contracts
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MODEL 5/32 1OR 2/32) PROCESSOR AND MEMOCRY

05/32 MY . "
n:\uvnmw;_}
\ { 1
‘ 1
a COMMAND MEMORY \
o g~ e N {
PROCESSOR MANAG 1
\ |
\ f {
|
¥ TASK J
MANAGER LETAHLISHER
N
USER FILES
UNER - =
VENIT OF
BACKGROUND

ROURNG

TASK

DATA LINK

GENERAL DESCRIPTION

0S/32 MT is an event-driven multitasking operating system
for the Interdata 32-bit computer systems. The operating
system provides concurrent support for foreground multi-
tasking application systems and backaround batch oriented
program development. The full power and flexibility of the
Megamini architecture are made avail ible to the user 1ppli
cation system, by responsible yet resy onsive resource

management facilities

The program development features of OS/32 MT mini-
mize the tirme and effort needed to test, debug and
integrate uses programs and systems. The powerful com-
mand languaae allows complex jobs to be performed easily
with minimum operator intervention, the Command Sub-
stitution System alloy s use o f parameterized catalogued
command streams, automat ¢ fault detection warns the
user of problems as early as fossible; Automatic Interactive
Debugging (OS AIDS) 1s provided

The 05/32 MT Filing System provides management of mass
storage facilities ranging from the small 2.5 MB disc through
multiple MSI1 discs. The file manager performs the tedious,
yet complex nousekeeping chores of space allocation, access
coordination and static and dynamic file protection, allowing
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programmers to concentrate on making th:: best us : of this
valuable resource.

The device independent Input/Output sy tem provides sup
port for a wide range of peripheral devices, including unit
record devices, magnetic tape, revolving mass storage, analog
and digital equipment, and, through the use of ITAM, a
wide range of communication equipment.

FEATURES

® Human Interface — powerful commands, catalogued job
streams, foreground control with concurrent background
operation.

® Resource Management — up to 255 tasks, up to 255
priorities, priority scheduling, time-slicing option, efficient
allocation of memory space, automatic program relocation

® Application System Support — Intertask communication
and coordination, task-level interrupt handling traps, clock
services with periodic facilities, multiple task commons
and reentrant library, access to shared memaory.

® File Management — Named files and devices, logical 1/0,
contiguous, chained and indexed file structures, random
and sequential acoess, static and dynamic file protection

® System Generation — Options as flexible as the hardware,
software functions tailored to customer needs.
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COMPREHENSIVE OPERATING FACILITIES

0S/32 MT gives comprehensive service 10 application pro
grammers in all phases of their work, from the design through
program preparation and development to operaticnal support
of compieted appiications. Furthermore, 0S/32 MT provides
these various functions concurrently, with user-defined
priorities, so that on-hne foreground systems can function
securely while background program development is per-
formad.

The major elemenis of the operating system are

® Task Management
® Memory Management
® File Management

® Human !nterface

TASK MANAGEMENT

The task management facilities provide ail the functions re-
Guired to create, schedufe and execute an application system
of cooperating user tasks. Foreground systems of over 250
tasks can operate with assured integrity concurrently with a
background program development environment.

Task Scheduling is provided on a user-defined priority basis,
with up to 255 separate task priorities. The priorities of
tasks determine the order in which they gain control of the
processor. Priority is also used to resolve input/output con-
flicts. Tasks at the same priority are serviced at the user’'s
option, either first-come first-served or by time-sharing.

A foreground task is scheduled in response to one of four
types of event:

Operator Requests

Hardware Inteirupts

Inter-Task Events

Timer Service Events

0S/32 MT provides a wide range of intertask communication
and coordination functions to foreground tasks. These en-
able the user to build well-structured systems of tasks. A
supervisor call (SVC) allows a user task to:

Load a task

Suspend or ralease a task

Start a task

Cancel a task

Queue a parameter to a task
Send a block of data to a task
Change a task's priority
Respond to external interrupts

e o o o 0 ® 9 0

TASK-HANDLED TRAPS

0S/32 MT provides a powerful interrupt handling capability
at the task level — the Task-Handled Trap. This facility per-
mits a task to be interrupted in its normal execution sequence
hy any of a variety of hardware and/or software conditions —
particularly valuable for intertask communication. A task
handled trap may occur for the following reasons

8 Externa! interrupt from a trap generating device.
¢ Receipt of a message from another task.

8 (Completion of an !/O proceed request.

& Termination of a specified time delay

® Communications with an CS/32 Debug System.
® Memory access fault.

& lilegai instruction, Arithmetic Fauit

& Povver restoration after outage

Task-handled trapping ennances the processing of multiple
asynchronous events. For example, consider a task providing
conversational facilities to a number of terminals simultan-
eously. By issuing |/O—proceed calls to all of the terminals
and then entering Trap Wait, a task can respond to each
transfer as it completes. |t does not have to be continually
scanning for transfers.

Task trapping also is useful when a task must be awakened
in response to interrupts from some external device. Certain
drivers, particularly the Eight-Line Interrupt Module, can
cause a task trap in response to an interrupt from the device.
The functions provided by 0S/32 MT for handling these
traps includes the complete ISA (Instrument Society of
America) proposed standards for process control. These are:

o Connect — Attach a device to & task.
® Thaw — Enable interrupts on a device.

© SINT — Simulate an interrupt on a device. This extension
to the standards is extremely useful for simulation pur-
poses, and is frequently required for initialization and
debug functions.

® Freeze — Disable interrupts on a device.

® Unconnect - Disconnect a device from a task.
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MEMORY MANAGEMENT

T he operating system enables 3 user to optimize the mamn
nemory st ture Tor nis apphcaton requirerments At SYyS
eneration tume, the user spe: ities the number and size
ol thoe toreground partitions. 1 he prograrmer writes routines
sttbroutines without concern for physical addresses or
mory { nee tormat
The CAL assembler produces object code optimized to tike
vantage of t various mamaory and time-saving short-1 orm
v refercr ce instructions of Interdata’s 32-bit arch tec-
re. T ‘ iated with address relocation are 1)Htally
sible 1o user tasks and are accomplished via the Memeiry
Access Controller. Additionally, the Memory Access Co
er allows loading of non-resident tasks directly into
DM 11¢
OS 1tself and &l stat ata structures (that is, those that
e unchanging in size as time passes) are located in the lowest
irt of physical memory. Dynaimnic data structures, such as

e Control Blocks, are located in the highest part of local

The remainder of physical memory is devoted to

sser-specified partitions
MEMORY PROTECTION

A variety of memory protection

05/32 MT

mechanisms is provided by

Access to the system dynamic data is controlled so that no

orrant task can seize enough space to disturb the rest of the

system . At task establishment a limit on the amount of
It that limit is exceeaed

through some prouaram error, the system call is rejected.

ystem space is set for each task

FOREGROUND PARTITIONS

More than 250 foreground partitions may be established at
system generation. Optimal allocation of memory s

achieved if partitions are arrangec in ascending order of
size with the smaller partit

ns at lower mmory addresses

A task may be dynamicall' loaded into any partition that is

sufficiently large. No distiction is made between one parti-
tion and another. A partic tlar partition need not be specified

when a task is established « r invoked. Therefore, tasks are

automatically relocated to any available partition

Tasks running in foreground partitions are permitted to per-
form a variety of intertask functions. They can request the
loading and execution of other foreground tasks, cancel or

delete tasks from memory, and pass parameters to tasks.

BACKGROUND PARTITION

A background partition is provided primarily for on-line pro-
gram development and debugging. The size of the background
is specified by the user at system generation time. |t can be
adjusted by the console operator as more space s available

TASK COMMON

Task Common partitiuns are sharable data segment. with

access limited to foreground tasks. Their sizes can be any

multiple of 256 bytes up to the total available memory.
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Task Common segments may also be positioned in n ulti-
ported shared memory

GLOBAL
TASK
LOCAL COMMON LOCAL
TASKS - TASKS
0S/32 MT 08/32MT

MULTIPORT MEMORY
RESIDENT LIBRARY

Programs shared by nume-ous tasks are maintained in the

Resident Library, which can be any size from 256 bytes in
256-byte increments to 64 KB. Both foreground and back
ground tasks may execute programs in the resident library.

TASK LOADING

Tasks are loaded in memory image so that the fastest possible
response to a load request can be provided. All resolution of
internal linkages and references to task common and the
Resident Library are ma<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>